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New Algorithms for Verification of Relative Observability and
Computation of Supremal Relatively Observable Sublanguage
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Abstract—In this technical note, we present a new property of
relative observability, and based on this property, we propose two
algorithms: the first one, that has polynomial complexity, verifies
if a regular language is relatively observable; the second algo-
rithm computes the supremal relatively observable sublanguage
of a given regular language. Although the latter has exponential
complexity, it is more efficient than a recently proposed algorithm,
which has double exponential complexity. Moreover, the algorithm
proposed here has polynomial complexity when the automaton that
marks the specification language is state partition.

Index Terms—Automaton, discrete event systems, observability,
supervisory control, supremal sublanguage.

I. INTRODUCTION

The search for a more permissive observable sublanguage of a given
language is a research topic that has been attracting the Discrete Event
System (DES) community for some time now [1]–[8]. With a view to
circumventing the deficiency of language observability regarding the
non-existence of the supremal observable sublanguage a new defini-
tion of observability, called relative observability, has been recently
proposed [9]. As shown in [9], relative observability is closed under
set union operation, as opposed to observability that does not possess
this property, and is also less conservative than normality [1], although
both share the set union closure property. Therefore, the supremal rela-
tively observable sublanguage always exists and is larger compared to
supremal normal sublanguage.

Although it has been introduced only recently, relative observabil-
ity has already received considerable attention in the DES community
[10]–[14]. Two algorithms for computing the supremal relatively ob-
servable sublanguage of a given language K with respect to ambient
language K have been proposed in [9] and [15]; the former has double
exponential complexity whereas the computational complexity of the
algorithm proposed in [15] cannot be easily determined because it is
difficult to infer how many iterations it needs to converge in the worst
case, although, the computational complexity of each iteration is, at
least, exponential.

In this technical note, we propose two new algorithms. The first
algorithm verifies if a regular language, K , is relatively observable with
respect to a given ambient language, C , a plant, G, and a projection
Po . This algorithm has polynomial complexity, and, since relative ob-
servability is equivalent to observability when K is chosen as ambient
language, it can be also applied to verify if a language K is observable
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with respect to G and Po . The second algorithm computes the supremal
relatively observable (with respect to C , G and Po ) sublanguage of
a regular language K . This algorithm has exponential complexity,
and is, therefore, considerably more efficient than that proposed in
[9], which has double exponential complexity. The key to the success
of this algorithm is a new property on relative observability which
ensures that for any ambient language C , there exists an equivalent
reduced ambient language that is a subset of C . It is worth remarking
that the computational complexity of the algorithm proposed here for
the computation of the supremal relatively observable sublanguage be-
comes polynomial when the automaton that marks K is state partition
[2], [3], [16]–[18].

This technical note is organized as follows: we present preliminary
concepts and notations in Section II; we present and prove a new prop-
erty of relative observability in Section III; we propose an algorithm for
the verification of relative observability in Section IV, and an algorithm
for the computation of the supremal relatively observable sublanguage
of regular languages in Section V; we analyze the complexities of the
proposed algorithms in Section VI; finally we draw some conclusions
in Section VII. Preliminary results of this technical note are presented
in [19]. The main differences between this technical note and [19] are
that, here, we introduce a new proposition that has led to a reduction
in the computational complexity of the proposed algorithms, and we
present the proofs for all results.

II. BACKGROUND PRELIMINARIES

Let G = (X, Σ, f, x0 , Xm ) denote a deterministic finite state au-
tomaton, where X is the finite set of states, Σ is the finite set of events,
f : X × Σ→ X is the transition function, partially defined over its
domain, x0 is the initial state, and Xm is the set of marked states. The
transition function f is also extended to f : X × Σ∗ → X , where Σ∗

denotes the Kleene closure of Σ. We use the notations f (x, s)! and
f (x, s)/! to denote that f (x, s) is defined and undefined, respectively.
The generated and marked languages of G will be denoted, respectively,
as L(G) and Lm (G). We say that an automaton G is nonblocking, if
L(G) = Lm (G), where L denotes the prefix-closure of a language
L. Throughout the text, |B| (resp. |s|) denotes the cardinality (resp.
length) of set B (resp. string s).

We assume that Σ can be partitioned as Σ = Σo ∪̇Σu o , where Σo

and Σu o are, respectively, the set of observable and unobservable
events. The natural projection [20] is defined as Po : Σ∗ → Σ∗o , with
the following properties: (i) Po (ε) = ε, where ε denotes the empty
string; (ii) Po (σ) = σ, if σ ∈ Σo ; (iii) Po (σ) = ε, if σ ∈ Σu o ; (iv)
Po (sσ) = Po (s)Po (σ), for s ∈ Σ∗ and σ ∈ Σ. The inverse projection
P −1

o is defined as P −1
o (t) = {s ∈ Σ∗ : Po (s) = t}. Both, the projec-

tion and the inverse projection operations, can be extended to languages
by applying Po (s) and P −1

o (s) to all strings s in the language.
Throughout the text Ac(G) and CoAc(G) will denote, respectively,

the accessible and coaccessible parts of G. For two automata G1 =
(X1 , Σ1 , f1 , x01 , Xm 1 ) and G2 = (X2 , Σ2 , f2 , x02 , Xm 2 ), their
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product and parallel compositions are denoted by G1 ×G2 and
G1‖G2 , respectively [21, p. 77]. If L(G1 ) ⊆ L(G2 ), Lm (G1 ) ⊆
Lm (G2 ), f1 (x01 , s) = f2 (x02 , s), ∀s ∈ L(G1 ), and Xm 1 = X1 ∩
Xm 2 , then G1 is said to be a subautomaton of G2 , denoted as G1 
 G2 .
The observer automaton [21, chap. 2] of a deterministic automaton G
with respect to Σo , to be denoted by Obs(G, Σo ), is a deterministic
automaton whose generated and marked languages are Po [L(G)] and
Po [Lm (G)], respectively. Throughout the text Xobs will denote the set
of states of Obs(G, Σo ). An automaton G is said to be state partition
if for all B, B ′ ∈ Xobs , B �= B ′, implies that B ∩B ′ = ∅ [17]. If an
automaton H is not state partition, we can obtain an equivalent state par-
tition automaton Hsp = H‖Obs(H, Σo ), such that L(Hsp ) = L(H)
and Lm (Hsp ) = Lm (H) [18].

A language K ⊆ Lm (G) is observable [22] with respect to G and
Po if, ∀s, s′ ∈ Σ∗ such that Po (s) = Po (s′) and ∀σ ∈ Σ:

(sσ ∈ K) ∧ (s′ ∈ K) ∧ (s′σ ∈ L(G))⇒ s′σ ∈ K. (1)

Given a language C ⊆ Lm (G), a language K ⊆ C is relatively
observable1 with respect to C, G and Po , or simply C-observable, if
∀s, s′ ∈ Σ∗ such that Po (s) = Po (s′), and ∀σ ∈ Σ:

(sσ ∈ K) ∧ (s′ ∈ C) ∧ (s′σ ∈ L(G))⇒ s′σ ∈ K. (2)

Language C is referred to as ambient language in the literature.
It has been proved in [9] that relative observability is closed under

set unions and, thus, the supremal relatively observable sublanguage
always exists. Notice that, from the definition of relative observability,
when C = K , conditions (1) and (2) become equivalent. However, that
does not mean that Ksup , the supremal C-observable (or equivalently,
K-observable) sublanguage, is the supremal observable sublanguage
of K . Finally, it is not difficult to show that, the larger the ambient lan-
guage, the stronger the relative observability property will be. However,
as proved in [9], relative observability is weaker than normality.

III. AN EQUIVALENT REDUCED AMBIENT LANGUAGE

We will consider in this section the problem of finding a language
Cs ⊆ C for which if K is relatively observable with respect to C, G
and Po , it is also relatively observable with respect to Cs , G and Po , and
conversely. This result will play a key role in the algorithms proposed
later on the technical note for the verification of relative observability
and for the computation of the supremal relatively observable sublan-
guage.

Lemma 1: Let K ⊆ C ⊆ Lm (G). Then, K is relatively observable
with respect to C, G and Po if, and only if, K is relatively observable
with respect to Cs = (KΣ∗u o ∩ C), G and Po .

Proof: (⇒) It is straightforward and comes from the fact that Cs ⊆
C .

(⇐) Assume, now, that K is not relatively observable with respect
to C, G and Po . Then, there exist s ∈ K, s′ ∈ C and σ ∈ Σ such
that sσ ∈ K, s′σ ∈ L(G) \K and Po (s) = Po (s′). Without loss of
generality, write s′ = s′p s′s , where s′p is the longest prefix of s′ in K
and s′s ∈ Σ∗. Notice that, s′s must satisfy one of following conditions:
(i) s′s ∈ Σ∗u o or (ii) s′s ∈ Σ∗ \ Σ∗u o , i.e. s′s has, at least, one observable
event. Let us now consider each one of these possibilities:

i) s′s ∈ Σ∗u o . In this case, s′ = s′p s′s ∈ KΣ∗u o ∩ C . Therefore, K is
not relatively observable with respect to Cs , G and Po .

1In [9], there is an additional condition for relative observability: ∀s, s′ ∈ Σ∗

if Po (s) = Po (s′), then (s ∈ K ) ∧ (s′ ∈ C ∩ Lm (G)) ⇒ s′ ∈ K . However,
this second condition is necessary only if marking nonblocking supervisors are
applied; therefore this condition will be omitted in this work.

ii) s′s ∈ Σ∗ \ Σ∗u o . Without loss of generality, write s′s = s′sp αs′ss ,
where s′sp ∈ Σ∗u o , α ∈ Σo and s′ss ∈ Σ∗. Thus, Po (s′) =
Po (s′p s′sp )αPo (s′ss ). Since Po (s) = Po (s′), we can write s as s =
sp αss , where Po (sp ) = Po (s′p s′sp ) and Po (ss ) = Po (s′ss ). Defin-
ing, now, t = sp and t′ = s′p s′sp , it can be seen that tα ∈ K, t′ ∈
(KΣ∗u o ∩ C), t′α ∈ L(G) \K and Po (t) = Po (t′), which im-
plies that K is not relatively observable with respect to Cs , G
and Po . �

Therefore, in accordance with Lemma 1 instead of considering am-
bient language C , we can equivalently consider the reduced ambient
language Cs = (KΣ∗u o ∩ C) in all computations regarding relative
observability.

IV. VERIFICATION OF RELATIVE OBSERVABILITY

An equivalent way to state the relative observability definition given
in (2) is as follows: a language K is C-observable if,

(∀(s, σ) ∈ K × Σ) sσ ∈ K ⇒ (�s′ ∈ Cs )
[
(s′σ ∈ L(G) \K) ∧ (Po (s) = Po (s′))

]
. (3)

Notice that, in Expression (3) C has been replaced with Cs , as guaran-
teed by Lemma 1.

According to conditional statement (3), C-observability is violated

when there exist sσ ∈ K and s′σ ∈ CsΣ ∩K
C ∩ L(G) (where K

C

denotes the complement of K with respect to Σ∗), such that Po (s) =
Po (s′). This observation suggests an algorithm for the verification of
relative observability based on the comparison between the projections

of languages K and CsΣ ∩K
C ∩ L(G), like the algorithm proposed

in [23] for the verification of codiagnosability.
Let ΣR = {σR : σ ∈ Σu o} ∪ Σo . Define the renaming function R,

recursively, as follows: R : Σ∗ −→ Σ∗R , where: (i) R(σ) := σ, if
σ ∈ Σo , (ii) R(σ) := σR , if σ �∈ Σo , and (iii) R(sσ) = R(s)R(σ)
for s ∈ Σ∗ and σ ∈ Σ. The inverse renaming function is the mapping
R−1 : Σ∗R −→ Σ∗, where R−1 (sR ) = s, such that R(s) = sR . Both
the renaming and the inverse renaming functions can be extended to
languages by applying R(s) and R−1 (s) to all strings s in the language.
The following result provides the basis for the algorithm we propose
here.

Lemma 2: Consider automata G1 = (X1 , Σ, f1 , x01 , Xm 1 ) and
G2 = (X2 , Σ, f2 , x02 , Xm 2 ), whose event sets are partitioned as
Σ = Σu o ∪̇Σo . Let GR

m := (X1 , R(Σ), fR , x01 , X1 ) where, ∀x ∈
X1 , fR (x, R(σ)) = f1 (x, σ), if f1 (x, σ)! and, undefined, other-
wise, and define V = GR

m ‖G2 = (Xv , Σ ∪R(Σ), fv , x0v , Xm v ).
Then, for any event σ ∈ Σ and a pair of strings (sv σ, sv R(σ)) ∈
Lm (V )× L(V ) for which fv (x0v , sv ) = (x1 , x2 ), there exists a
pair of strings (s1σ, s2σ) ∈ L(G1 )× Lm (G2 ) such that Po (s1 ) =
Po (s2 ), f1 (x01 , s1 ) = x1 and f2 (x02 , s2 ) = x2 , and conversely.

Proof: Define projections PR : [Σ ∪R(Σ)]∗ → R(Σ)∗ and PΣ :
[Σ ∪R(Σ)]∗ → Σ∗.

(⇒) Assume that there exists a pair of strings (sv σ, sv R(σ)) ∈
Lm (V )× L(V ) such that fv (x0v , sv ) = (x1 , x2 ). Notice
that L(V ) = P −1

R [L(GR
m )] ∩ P −1

Σ [L(G2 )] and Lm (V ) =
P −1

R [Lm (GR
m )] ∩ P −1

Σ [Lm (G2 )], since V = GR
m ‖G2 . Define

s1R = PR (sv ) and s2 = PΣ (sv ), then: (i) sv R(σ) ∈ P −1
R [L(GR

m )]⇒
PR [sv R(σ)] ∈ L(GR

m )⇒ s1R R(σ) ∈ L(GR
m ), and; (ii) sv σ ∈

P −1
Σ [Lm (G2 )]⇒ PΣ (sv σ) ∈ Lm (G2 )⇒ s2σ ∈ Lm (G2 ).
Since GR

m is obtained from G1 by applying the renaming function
R and marking all of its states, it is easy to check that L(GR

m ) =
Lm (GR

m ) = R[L(G1 )]. Therefore, by defining s1 = R−1 (s1R ), and
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since s1R R(σ) ∈ L(GR
m ), we have that s1σ ∈ L(G1 ). Notice that,

Po (s1 ) = PΣ (s1R ) and Po (s2 ) = PR (s2 ), and since s1R = PR (sv )
and s2 = PΣ (sv ), we can conclude that Po (s1 ) = PΣ [PR (sv )] and
Po (s2 ) = PR [PΣ (sv )]. Finally, as PΣ [PR (sv )] = PR [PΣ (sv )], then
Po (s1 ) = Po (s2 ).

Since GR
m is obtained from G1 by renaming its unobservable events,

the renamed unobservable events, R(Σu o ), and the unobservable
events, Σu o , become private events of GR

1 and G2 , respectively, in
the parallel composition V = GR

1 ‖G2 . Then, by the construction of
V , it can be seen that, if a transition labeled by an unobservable (resp.
a renamed unobservable) event occurs, the first (resp. second) com-
ponent of state V does not modify. Therefore, we may conclude that
x1 = fR (x01 , s1R ) = f1 (x01 , s1 ) and x2 = f2 (x02 , s2 ).

(⇐) Take now a pair of strings (s1σ, s2σ) ∈ L(G1 )× Lm (G2 )
such that Po (s1 ) = Po (s2 ), f1 (x01 , s1 ) = x1 and f2 (x02 , s2 ) = x2 .
Since Po (s1 ) = Po (s2 ), we have that s1 and s2 are different only in the
unobservable events. Therefore, P −1

R [R(s1 )] ∩ P −1
Σ (s2 ) �= ∅, which

implies that there exists sv ∈ P −1
R [R(s1 )] ∩ P −1

Σ (s2 ). Notice that, as
L(GR

m ) = Lm (GR
m ) = R[L(G1 )], then L(V ) = P −1

R {R[L(G1 )]} ∩
P −1

Σ [L(G2 )] and Lm (V ) = P −1
R {R[L(G1 )]} ∩ P −1

Σ [Lm (G2 )]. Ini-
tially, consider the case when σ ∈ Σo . In this case, it can be seen
that sv σ = sv R(σ) ∈ P −1

R [R(s1 )R(σ)] ∩ P −1
Σ (s2σ). Therefore, as

s1σ ∈ L(G1 ), s2σ ∈ Lm (G2 ), then sv σ = sv R(σ) ∈ Lm (V ). Con-
sider, now, the case when σ ∈ Σu o . In this case, it is not dif-
ficult to see that sv σ ∈ P −1

R [R(s1 )] ∩ P −1
Σ (s2σ) and sv R(σ) ∈

P −1
R [R(s1 )R(σ)] ∩ P −1

Σ (s2 ). Therefore, as s1 ∈ L(G1 ) and s2σ ∈
Lm (G2 ), then sv σ ∈ Lm (V ), and, as s1σ ∈ L(G1 ) and s2 ∈ L(G2 ),
then sv R(σ) ∈ L(V ).

Finally, since the first (resp. second) component of the states
of V does not modify if a transition labeled by an event in Σu o

(resp. R(Σu o )) occurs and Po (s1 ) = Po (s2 ), then fv (s0v , sv ) =
(x1 , x2 ). �

Algorithm 1: (Verification of relative observability)
Inputs:
� G = (Xg , Σ, fg , x0g , Xm g ): automaton whose marked lan-

guage is Lm (G);
� A = (Xa , Σ, fa , x0a , Xm a ): nonblocking automaton whose

marked language is C ;
� H = (Xh , Σ, fh , x0h

, Xm h
): nonblocking automaton whose

marked language is K .
Output: K is relatively observable wrt C, G and Po : true/false.

Step 1: Compute automaton Gm by marking all states of G, i.e. Gm :=
(Xg , Σ, fg , x0g , Xg ).

Step 2: From automaton A, construct automaton M := (Xa ∪ {xd},
Σ, fm , x0a , Xa ∪ {xd}), where (i) ∀(x, σ) ∈ Xa × Σ, fm (x, σ) =
fa (x, σ), if fa (x, σ)! and fm (x, σ) = xd , otherwise; and (ii)
fm (xd , σ) is undefined ∀σ ∈ Σ.

Step 3: Compute automaton Mg := M ×Gm .
Step 4: From automaton H , construct automaton N := (Xh ∪ {xd1 ,

xd2}, Σ, fn , x0h
, {xd1 , xd2}), where (i) ∀(x, σ) ∈ Xh × Σ: fn (x,

σ) = fh (x, σ), if fh (x, σ)!, fn (x, σ) = xd1 , if ((σ ∈ Σu o ) ∧
fh (x, σ)/!) and fn (x, σ) = xd2 , if ((σ ∈ Σo ) ∧ fh (x, σ)/!); (ii)
fn (xd1 , σ) = xd1 , if σ ∈ Σu o and fn (xd1 , σ) = xd2 , if σ ∈ Σo ;
and (iii) fn (xd2 , σ) is undefined ∀σ ∈ Σ.

Step 5: Compute automaton Hc := CoAc(Mg ×N ).
Step 6: Construct automaton HR

m := (Xh , R(Σ), fR , x0h
, Xh ), where

fR (x, R(σ)) = fh (x, σ).
Step 7: Compute the verifier automaton V := HR

m ‖Hc = (Xv , Σ ∪
ΣR , fv , x0v , Xm v ).

Step 8: For all (x, σ) ∈ Xv × Σ such that fv (x, σ) ∈ Xm v , verify if
the following conditions hold true

(a) σ ∈ Σo ;
(b) (σ �∈ Σo ) ∧ fv (x, R(σ))!.

If there exists a transition fv (x, σ) such that either condition (a)
or (b) holds, then K is not relatively observable with respect to C, G
and Po . Otherwise, K is relatively observable with respect to C, G
and Po . �

In Step 1 of Algorithm 1, we obtain automaton Gm from G that
marks the language generated by G, i.e., Lm (Gm ) = L(G). In Step
2, we construct automaton M from the nonblocking automaton A,
whose marked language is Lm (M ) = CΣ ∪ {ε}. In Step 3, we build
automaton Mg = M ×Gm that marks language (CΣ ∪ {ε}) ∩ L(G).
In Step 4, we construct automaton N from the nonblocking automaton

H for which Lm (N ) = KΣ∗u o Σ ∩K
C
. In Step 5, we obtain automa-

ton Hc = Mg ×N , which has the following property whose proof is
straightforward and follows directly from the construction of automa-
ton Hc .

Lemma 3: Lm (Hc ) = (KΣ∗u o ∩ C)Σ ∩ K
C ∩ L(G).

In Step 6, we compute automaton HR
m by applying the renaming

function to the events of H and marking all of its states. In Steps 7 and
8 we construct the verifier automaton V = HR

m ‖Hc , and check if K is
C-observable. The following theorem demonstrates the correctness of
Algorithm 1.

Theorem 1: Let H, A and G denote the automata whose marked
languages are, respectively, K, C and Lm (G) such that K ⊆
C ⊆ Lm (G), and consider the verifier automaton V = (Xv , Σ ∪
ΣR , fv , x0v , Xm v ) computed using Algorithm 1 with the inputs G, A
and H . Then, K is not relatively observable with respect to C, G
and Po if and only if there exists (x, σ) ∈ Xv × Σ that satisfies
fv (x, σ) ∈ Xm v with either (σ ∈ Σo ) or [(σ �∈ Σo ) ∧ fv (x, R(σ))!].

Proof: (⇒) Assume that K is not C-observable wrt G and Po .
Then, according to Lemma 1, K is not (KΣ∗u o ∩ C)-observable wrt G
and Po . Therefore, there exist s ∈ K, s′ ∈ (KΣ∗u o ∩ C), and σ ∈ Σ,
such that Po (s) = Po (s′), sσ ∈ K and s′σ ∈ L(G) \K .

Notice that sσ ∈ L(H), since L(H) = K . On the other hand, since
s′ ∈ (KΣ∗u o ∩ C) and s′σ ∈ L(G) \K , it can be concluded that s′σ ∈
(C ∩KΣ∗u o )Σ ∩ K

C ∩ L(G) = Lm (Hc ). Therefore, from the con-
struction of verifier automaton V and according to Lemma 2, there
exists a pair of strings (sv σ, sv R(σ)) ∈ Lm (V )× L(V ). Finally,
defining x = fv (x0v , sv ), then fv (x, σ) ∈ Xm v . Moreover, since
sv R(σ) ∈ L(V ) and fv (x, R(σ))!, it is possible to conclude that either
(σ ∈ Σo ) or [(σ �∈ Σo ) ∧ fv (x, R(σ))!].

(⇐) Assume, now, that there exists (x, σ) ∈ Xv × Σ such
that fv (x, σ) ∈ Xm v and (σ ∈ Σo ) ∨ [(σ �∈ Σo ) ∧ fv (x, R(σ))!].
Then, from the construction of automaton V , there exists sv ∈
L(V ) such that fv (x0v , sv ) = x and sv σ ∈ Lm (V ). Moreover, since
R(σ) = σ, if σ ∈ Σo , and fv (x, R(σ))!, if σ �∈ Σo , then sv R(σ) ∈
L(V ). Consequently, according to Lemma 2, there exists (sσ, s′σ)
∈ L(H)× Lm (Hc ) such that Po (s) = Po (s′). Notice that,
sσ ∈ K, s′ ∈ (KΣ∗u o ∩ C), and s′σ ∈ L(G) \K , which implies
that K is not (KΣ∗u o ∩ C)-observable with respect to G
and Po . �

Remark 1: (Verification of language observability) Algorithm 1 can
be also applied to verify if a language K , marked by a nonblocking
automaton H , is observable with respect to G and Po , just by making
A = H . �

Remark 2: As it will be shown in Section V, the use of the re-
duced ambient language is crucial for the application of Algorithm 1
in the computation of the supremal C-observable sublanguage of a
language K . However, when we want only to verify if a language K is
C-observable (or observable, by making C = K), we can use ambient
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Fig. 1. System automaton G (a), automaton A that marks ambi-
ent language C (b), and automaton H whose marked language is
K (c).

Fig. 2. Automata obtained in Example 1 by Algorithm 1: M (a), N (b),
Hc (c), HR

m (d) and V (e).

language C instead of Cs , and thus, Step 4 of Algorithm 1 should

be modified so as to compute automaton N such that Lm (N ) = K
C

.
However, this change does not improve the computational complexity
of the algorithm, since the original and the modified versions of au-
tomaton N have |Xh |+ 2 and |Xh |+ 1 states, respectively, but with
the same number of transition (|Xh |+ 1)|Σ|. �

The following example illustrates Algorithm 1.
Example 1: Consider automata G, A and H depicted in Fig. 1,

where Σ = {α, β, σ, μ} and Σo = {α, β, σ}. Automaton M , con-
structed in Step 2, and automaton N , constructed in Step 4, are shown
in Figs. 2(a) and 2(b), respectively. Automata Hc and HR

m obtained
in Steps 5 and 6, respectively, are depicted in Figs. 2(c,d). Finally,
the verifier automaton V computed in Step 7 is depicted in Fig. 2(e),
from where, it can be checked that transition ((1, 0), α, (2, 1)) satisfies
condition (a) of Step 8. Therefore, K is not C-observable with respect
to G and Po . Notice that, since (2, 1) ∈ Xm v , the following strings
can be obtained from V : s = μ ∈ K, s′ = ε ∈ C, sα = μα ∈ K and
s′α = α ∈ L(G) \K , and Po (s) = Po (s′) = ε. �

Fig. 3. Automaton Hsp = H‖Obs(H, Σo ) obtained from the automaton
H depicted in Fig. 1(c).

V. COMPUTATION OF THE SUPREMAL RELATIVELY

OBSERVABLE SUBLANGUAGE

Consider nonblocking automata A and H such that Lm (A) = C and
Lm (H) = K , and let fg , fa and fh (resp. x0g , x0a and x0h

) denote
the transition functions (resp. initial states) of automata G, A and H .
We make the following assumptions.

A1. For all s, s′ ∈ L(A) such that fa (x0a , s) = fa (x0a , s′), then
fg (x0g , s) = fg (x0g , s′).

A2. For all s, s′ ∈ L(H) such that fh (x0h
, s) = fh (x0h

, s′), then
fa (x0a , s) = fa (x0a , s′).

Notice that, if A (resp. H) does not satisfy Assumption A1 (resp.
A2), then another automaton A (resp. H) that satisfies Assumption A1
(resp. A2) can be obtained by computing the completely synchronous
composition A ×G (resp. H ×A). It is worth remarking that Assump-
tions A1 and A2 are less restrictive than assuming that H and A are
subautomata of G. Finally, when K = C , Assumptions A1 and A2
reduces to a single one, equivalent to that made in [9].

We will propose an algorithm to obtain a deterministic automaton
that marks the supremal C-observable sublanguage of K with respect to
G and Po , whose main idea is to remove, from an automaton that marks
K , all transitions that correspond to transitions in verifier automaton V
that violate the relative observability condition according to Theorem 1
and Algorithm 1. It is worth remarking that not every automaton H has
the correct structure to prevent that other strings, besides those which
actually violates the relative observability condition, are removed from
K . This fact is illustrated by the following example.

Example 2: Let us consider languages L(G), C and K , gener-
ated, respectively, by automata G, A and H of Example 1, shown
in Figs. 1(a, b, c). In verifier automaton V computed in Example 1, and
depicted in Fig. 2(e), transition ((1, 0), α, (2, 1)) satisfies condition
(a) of Step 8 of Algorithm 1. This is due to string s = μ ∈ K that
violates relative observability since s′ = ε ∈ (KΣ∗u o ∩ C), Po (s) =
P (s′) but sα ∈ K and s′α ∈ L(G) \K . However, if we remove tran-
sition (1, α, 2) of H (Fig. 1(c)), we not only remove string μα, but
also exclude string βα which must not be removed. In such case,
the calculated supremal relatively observable sublanguage will be ε,
which is incorrect. However, if we use the state partition automaton
Hsp = H‖Obs(H, Σo ), depicted in Fig. 3, we successfully eliminate
string μα and preserve string βα when we exclude transition (1′, α, 2);
therefore leading to the correct supremal relatively observable
sublanguage. �

Let us define the state partition automaton Hsp = H‖Obs(H, Σo ).
It is not difficult to see that L(Hsp ) = L(H) = K, Lm (Hsp ) =
Lm (H) = K , and that Hsp also satisfies Assumption A2. Let us de-
fine the uncertainty set [9] of an automaton H after the occurrence
of a string s ∈ L(H) as: Uh (s) := {x ∈ Xh : (∃s′ ∈ L(H))[(x =
fh (x0 ,h , s′)) ∧ (Po (s′) = Po (s))]}. The following results can be
stated.

Lemma 4: Let H = (Xh , Σ, fh , x0h
, Xm h

) and Hsp = H‖
Obs(H, Σo ) = (Xsp , Σ, fsp , x0s p , Xm s p ). Then, fsp (x0s p , s) =
(fh (x0h

, s), Uh (s)), ∀s ∈ L(Hsp ).
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Proof: In accordance with the construction of Hsp , fsp (x0s p , s) =
(fh (x0h

, s), fobs (x0o b s
, Po (s))), for all s ∈ L(Hsp ), where x0o b s

and
fobs denote the initial state and the transition function of Obs(H, Σo ),
respectively. Thus, using the definition of the estimate of possi-
ble states of H after string s proposed in [24], which is equiv-
alent to the definition of uncertainty set Uh (s), we conclude that
fobs (x0o b s

, Po (s)) = Uh (s). �
Lemma 5: Let H = (Xh , Σ, fh , x0h

, Xm h
), Hsp = H‖Obs(H,

Σo ) = (Xsp , Σ, fsp , x0s p , Xm s p ) and Hs = (Xs , Σ, fs , x0s , Xm s )
such that Hs 
 Hsp and Lm (Hs ) = Ks ⊆ K . Assume that there ex-
ist s, s′ ∈ Ks and σ ∈ Σ such that sσ, s′σ ∈ Ks and fs (x0s , s) =
fs (x0s , s′). If ∃s′′ ∈ (KsΣ∗u o ∩ C) such that Po (s′′) = Po (s′) and
s′′σ ∈ L(G) \Ks , then ∃sc ∈ C such that Po (sc ) = Po (s) and sc σ ∈
L(G) \Ks .

Proof: Assume that there exist s, s′ ∈ Ks , σ ∈ Σ and s′′ ∈
(KsΣ∗u o ∩ C) such that sσ, s′σ ∈ Ks , fs (x0s , s) = fs (x0s , s′),
Po (s′′) = Po (s′) and s′′σ ∈ L(G) \Ks .

Without loss of generality, write s′′ as s′′ = s′′p s′′s , where s′′p is
the longest prefix of s′′ in Ks and s′′s ∈ Σ∗u o . Since fs (x0s , s) =
fs (x0s , s′), according to Lemma 4, Uh (s) = Uh (s′) = Uh (s′′p ), where
the last equality is a consequence of the fact that Po (s′) = Po (s′′) =
Po (s′′p ). According to the definition of uncertainty set, fh (x0h

, s′′p ) ∈
Uh (s′′p ), and, since Uh (s′′p ) = Uh (s), there exists scp ∈ K such
that Po (scp ) = Po (s) and fh (x0h

, scp ) = fh (x0h
, s′′p ). Thus, using

Lemma 4, fsp (x0s p , scp ) = (fh (x0h
, s′′p ), Uh (s′′p )), i.e., strings s′′p and

scp reach the same state of Hsp and also Hs , which implies that
these strings are continued in Hs with the same strings. Therefore,
scp s′′s σ �∈ Ks , since s′′p is not continued with s′′s σ in Ks . Moreover,
according to Assumptions A2 and A1, since s′′p and scp reach the same
state of H , they also reach the same states of A and G, which, together
with the fact that s′′p s′′s ∈ C and s′′p s′′sσ ∈ L(G), imply, respectively,
that scp s′′s ∈ C and scp s′′sσ ∈ L(G). Finally, defining sc = scp s′′s , we
have that sc ∈ C, Po (s) = Po (sc ) and sc σ ∈ L(G) \Ks . �

Lemma 5 shows that, when H, A and G satisfy Assumptions A1
and A2, then for an automaton Hs (Hs 
 Hsp = H‖Obs(H, Σo ))
where Lm (Hs ) = Ks , if a string s′σ ∈ Ks violates (KsΣ∗u o ∩ C)-
observability, then all strings s ∈ Ks that reach the state of Hs reached
by s′ are such that sσ also violates C-observability. As a consequence,
if we remove transitions of Hs associated with the strings of Ks that
violate (KsΣ∗u o ∩ C)-observability, we only eliminate from Ks those
strings that violate C-observability. This fact suggests the following
algorithm for computing the supremal C-observable sublanguage of a
language K .

Algorithm 2: (Computation of the supremal relatively observable
sublanguage)

Inputs:
� G = (Xg , Σ, fg , x0g , Xm g ): automaton whose marked lan-

guage is Lm (G);
� A = (Xa , Σ, fa , x0a , Xm a ): nonblocking automaton whose

marked language is C ;
� H = (Xh , Σ, fh , x0h

, Xm h
): nonblocking automaton whose

marked language is K .
Output: Hsup : nonblocking automaton whose marked language is

the supremal C-observable sublanguage of K with respect to G and
Po .

Step 1: Compute Hsp := H‖Obs(H, Σo ) = (Xsp , Σ, fsp , x0s p ,
Xm s p );

Step 2: Set Hs = Hsp ;
Step 3: Compute verifier automaton V = (Xv , Σ ∪ ΣR , fv , x0v ,

Xm v ), by using Algorithm 1 with inputs G, A and Hs ;

Step 4: If V is not an empty automaton, then form the following set:

XΣ = {(xv , σ) ∈ Xv × Σ : (fv (xv , σ) ∈ Xm v ) ∧
((σ ∈ Σo ) ∨ ((σ �∈ Σo ) ∧ (fv (xv , R(σ))!)))}.

Step 5: If XΣ �= ∅, then:
◦ 5.1: For all (xv , σ) ∈ XΣ, exclude from Hs transition

(x, σ, fs (x, σ)), where x is the state of Hs equal to the first
component of xv ;
◦ 5.2: Hs ← T rim(Hs );
◦ 5.3: Return to Step 3;

Step 6: Hsup ← Hs . �

Notice that in Algorithm 2, after the computation of the state partition
automaton Hsp , we execute Steps 3 to 5 iteratively. For each iteration,
we compute the verifier automaton V in Step 3 by using Algorithm 1
with the inputs G, A and Hs . In Step 4, we form set XΣ, which
represents all pairs (xv , σ), xv ∈ Xv and σ ∈ Σ, responsible for the
loss of relative observability according to Theorem 1. Notice that, when
XΣ = ∅, language Lm (Hs ) is C-observable with respect to G and Po .
If XΣ �= ∅, then, according to Lemma 2, for each (xv , σ) ∈ XΣ, there
exists a string s that reaches state x, equal to the first component of xv ,
and is continued by σ such that sσ ∈ L(Hs ) violates C-observability;
in Step 5.1, we remove transition (x, σ, fs (x, σ)) of Hs and, in order
to remove possible non-accessible and/or non-coaccessible states, we
apply T rim() operator in Step 5.2. When we remove transitions in
Step 5.1, it is necessary to verify if the language marked by the new
Hs is C-observable, therefore, after carrying out Step 5.2 we return to
Step 3. Notice also that, at each iteration of Algorithm 2, we remove
at least one transition from automaton Hs 
 Hsp , which implies that
the number of iterations is at most equal to the number of transitions
of automaton Hsp . Therefore, Algorithm 2 terminates in finite steps.

Theorem 2: Consider automaton G and nonblocking automata A
and H such that Lm (A) = C, Lm (H) = K and K ⊆ C ⊆ Lm (G),
and assume that automata G, A and H satisfy Assumptions A1 and A2.
Then, automaton Hsup obtained by Algorithm 2 with inputs G, A and
H marks the supremal C-observable sublanguage of K with respect to
G and Po .

Proof: Let K ′
su p denote the supremal C-observable sublanguage

of K with respect to G and Po . Algorithm 2 finishes when XΣ = ∅.
Therefore, according to Theorem 1, Lm (Hsup ) is C-observable with
respect to G and Po , which implies that Lm (Hsup ) ⊆ K ′

su p . Then,
we only need to prove that K ′

su p ⊆ Lm (Hsup ). The proof will be
done using mathematical induction over the (finite) set of iterations in
Algorithm 2.

i) Basis step. At the beginning of the first iteration, Hs = Hsp .
Therefore, K ′

su p ⊆ Lm (Hs ) = K ;
ii) Induction hypothesis. Suppose that K ′

su p ⊆ Lm (Hs ), up to the
beginning of the i-th iteration;

iii) Inductive step. Let us now consider the (i+1)-st iteration. Notice
that in the i-th iteration, we have removed transitions from Hs in
Steps 5.1 and 5.2. Since Trim operator applied in Step 5.2 does
not modify the marked language of an automaton, strings are only
removed from Lm (Hs ) in Step 5.1. Thus we need only to analyze
Step 5.1.

By using Lemma 5, it can be concluded that for each string sm ∈
Lm (Hs ) that is removed from Lm (Hs ) in Step 5.1, there exist s ∈
{sm }, s′ ∈ C and σ ∈ Σ such that sσ ∈ {sm }, s′σ ∈ L(G) \ L(Hs )
and Po (s) = Po (s′), i.e., sσ violates C-observability. In accordance
with the induction hypothesis, K ′

su p ⊆ Lm (Hs ) at the beginning of the
i-th iteration, and thus, at the beginning of the i-th, (L(G) \ L(Hs )) ⊆
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Fig. 4. Automata obtained in the first iteration of Algorithm 2: V (a) and
Hs (b).

Fig. 5. Verifier obtained with Algorithm 1 by using C instead of Cs .

(L(G) \K ′
su p ), which implies that s′σ ∈ L(G) \K ′

su p , and thus,
since K ′

su p is C-observable, sσ �∈ K ′
su p , we conclude that sm �∈ K ′

su p .
Therefore, all string sm removed from Lm (Hs ) does not belong to
K ′

su p ,which implies that K ′
su p ⊆ Lm (Hs ) at the beginning of the

(i+1)-st iteration.
Finally, since Hsup is equal to the Hs obtained in the last it-

eration of Algorithm 2, then K ′
su p ⊆ Lm (Hsup ), which concludes

the proof. �
We will now illustrate the application of Algorithm 2.
Example 3: Let us consider automata G, A and H of Example 1,

shown in Figs. 1(a, b, c). When we apply Algorithm 2 with inputs
G, A and H , we obtain, in Step 1, automaton Hsp , which is de-
picted in Fig. 3, and, in the first iteration, we obtain the verifier au-
tomaton V depicted in Fig. 4(a). Therefore, according to Step 4, we
obtain XΣ = {((1′, 0), α)} �= ∅. This implies that Steps 5.1 to 5.3
must be performed: in Step 5.1 we remove transition (1′, α, 2) of
Hs (Hs = Hsp ), because this transition is associated with string μα
that violates C-observability. In Step 5.2, we exclude state 1′ of Hs

by applying the Trim operation, because this state becomes a blocking
one after the exclusion of transition (1′, α, 2). Finally, at the end of
the first iteration, we obtain automaton Hs depicted in Fig. 4(b). In
the second iteration, we obtain XΣ = ∅. Therefore automaton Hsup

is equal to automaton Hs , shown in Fig. 4(b), and marks the supremal
C-observable sublanguage of K with respect to G and Po . �

Remark 3: It could be argued that instead of using Cs = KΣ∗u o ∩
C , we could use C to compute V in order to identify the transi-
tions that must be removed. However, in doing so, we could eliminate
strings that do not violate C-observability. In order to illustrate this
fact consider verifier Vc , shown in Fig. 5, computed by using, in Algo-
rithm 1, C in the place of Cs . Notice that, transition ((2, 1), σ, (3, 2))
of Vc satisfies condition (a) in Step 8 of Algorithm 1, since string
s = μα ∈ K is such that sσ ∈ K violates the C-observability, be-
cause s′ = α ∈ C, s′σ ∈ L(G) \K and Po (s) = Po (s′). However, if
we remove transition (2, σ, 3) from Hsp (depicted in Fig. 3), we also
eliminate string βασ, which must remain. On the other hand, if we
use the reduced ambient language Cs , string sσ does not violate Cs -
observability, but its prefix s does, which leads to the exclusion of
transition (1′, α, 2), and consequently the removal of string sσ from
K , as expected from the proof of Lemma 1. �

VI. ANALYSIS OF COMPUTATIONAL COMPLEXITY OF

PROPOSED ALGORITHMS

A. Computational Complexity of Algorithm 1

Steps 1 to 5 of Algorithm 1 are employed to construct automa-
ton Hc by the product composition of N, M and Gm that have

(|Xh |+ 2), (|Xa |+ 1) and |Xg | states, respectively. Then, Hc has
(|Xh |+ 2) · (|Xa |+ 1) · |Xg | states at most. Since V = HR

m ‖Hc and
HR

m has |Xh | states, then V has, at most, |Xh | · (|Xh |+ 2) · (|Xa |+
1) · |Xg | states. The search for transitions of V executed in Step 8 of
Algorithm 1 can be done with linear complexity with respect to the
number of transitions of V , therefore, the computational complexity
of Algorithm 1 is equal to |Xh | · (|Xh |+ 2) · (|Xa |+ 1) · |Xg | · |Σ|,
i.e., O(|Xh |2 · |Xa | · |Xg | · |Σ|).

Consider now the following proposition.
Proposition 1: Let G1 = (X1 , Σ1 , f1 , x01 , Xm 1 ) and G2 =

(X2 , Σ2 , f2 , x02 , Xm 2 ) such that L(G1 ) ⊆ L(G2 ), Lm (G1 ) ⊆
Lm (G2 ). In addition, assume that for every s, s′ ∈ L(G1 ) such
that f1 (x01 , s) = f1 (x01 , s′), then f2 (x02 , s) = f2 (x02 , s′). Con-
struct two automata G′1 and G′2 from G1 and G2 by adding n1 and
n2 new states, respectively, and only adding new transitions from the
states of G1 and G2 to the new states and between the new states. Then,
automaton G′1 ×G′2 has at most |X1 |+ n1 (|X2 |+ n2 ) states.

Proof: In accordance with the construction of G′1 and G′2 , we
conclude that (G1 ×G2 ) 
 (G′1 ×G′2 ) and every state of G′1 ×
G′2 outside G1 ×G2 has the first component equal to one of
the new states added to G1 . Therefore, G′1 ×G′2 has, at most,
|X1×2 |+ n1 (|X2 |+ n2 ) states, where X1×2 denotes the set of
states of automaton G1 ×G2 . Define function Θ : X1×2 → X1 as
the mapping Θ((x1 , x2 )) = x1 , ∀(x1 , x2 ) ∈ X1×2 . Function Θ is
bijective since, for every s, s′ ∈ L(G1 ), f1 (x01 , s) = f1 (x01 , s′)⇒
f2 (x02 , s) = f2 (x02 , s′) and L(G1 ) ⊆ L(G2 ). Therefore, |X1×2 | =
|X1 |, which concludes the proof. �

In the verification of observability, H = A and, thus, applying
Proposition 1 with G1 = H, G2 = A = H, G′1 = N and G′2 = M ,
we conclude that automaton N ×M has at most 3|Xh |+ 2 states,
and, consequently, automaton V = HR

m ‖(N ×M ×Gm ) has |Xh | ·
(3|Xh |+ 2) · |Xg | states, at most. Therefore, the complexity of the
verification of language observability by applying Algorithm 1 is
O(|Xh |2 · |Xg | · |Σ|), which is equal to the complexity of the algo-
rithm for the verification of observability proposed by [25].

B. Computational Complexity of Algorithm 2

In the first step of Algorithm 2, we compute automaton Hsp ,
that has, at most, 2|X h | · |Xh | states and 2|X h | · |Xh | · |Σ| transi-
tions. Since we execute Steps 3 to 5 iteratively, and, for each it-
eration, at least one transition is removed from automaton Hsp ,
then, the number of iterations is at most equal to the number of
transitions of Hsp . In addition, at each iteration, we compute ver-
ifier V using Algorithm 1 with inputs Hs (subautomaton of Hsp ),
A and G. Since Hs and A satisfy Assumption A1, by applying
Proposition 1 with G1 = Hs , G2 = G′2 = A and G′1 = N , we con-
clude that automaton N ×A has at most |Xs |+ 2|Xa | states, where
|Xs | ≤ 2|X h | · |Xh |. Moreover, since A and G satisfy Assumption
A2, by using Proposition 1 with G1 = N ×A, G2 = G′2 = Gm and
G′1 = N ×M , we conclude that automaton Hc = N ×M ×Gm has
at most |Xs |+ 2(|Xa |+ |Xg |) states and, consequently, automaton V
has, at most, |Xs |2 + |Xs | · 2(|Xa |+ |Xg |) states and, thus, the com-
putational complexity of one iteration of Algorithm 2 is O([|Xs |2 +
|Xs | · (|Xa |+ |Xg |)] · |Σ|). Therefore, the complexity of Algorithm 2
is O

([
23 |X h | · |Xh |3 + 22 |X h | · |Xh |2 · (|Xa |+ |Xg |)

] · |Σ|2).
When Algorithm 2 is applied for the computation of the supre-

mal K-observable sublanguage of K with respect to G and Po ,
then A = H , and, thus, the complexity of Algorithm 2 becomes
O

([
23 |X h | · |Xh |3 + 22 |X h | · |Xh |2 · |Xg |

] · |Σ|2), which is smaller
than that of the algorithm proposed in [9], that is doubly exponential,
i.e., O(2[(2 |X h | ·|X h |+1) |X g |+ |X h |] · |Xh | · |Σ|).
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Remark 4: It is important to remark that, when H is already a
state partition automaton, i.e. when Hsp = H , the complexity of Al-
gorithm 2 becomes O ((|Xh |3 + |Xh |2 · |Xg |) · |Σ|2 ), being therefore
polynomial. Notice that the state partition assumption was made in [9],
but the complexity of the algorithm proposed in [9] is still exponential,
being O(2( |X h |+1) |X g | · |Xh | · |Σ|). Therefore, even in this situation,
the algorithm proposed here performs better. �

VII. CONCLUSION

In this technical note, we presented a new property of relative ob-
servability which was leveraged in order to derive two new algorithms:
the first one for the verification of relative observability and the second
one for the computation of the supremal relative observable sublan-
guage; the former has polynomial time complexity, whereas the latter,
although, in general, has exponential complexity, it will have poly-
nomial complexity when the automaton that marks the specification
language is state partition.
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